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Unit 26. Digital Communication 

 
Digital Communication - Analog to Digital  

The communication that occurs in our day -to-day life is in the form of signals. 

These signals, such as sound signals, generally, are analog in nature. When the 

communica tion needs to be established over a distance, then the analog signals 

are sent through wire, using different techniques for effective transmission.  

The Necessity of Digitization  
The conventional methods of communication used analog signals for long distance 

communications, which suffer from many losses such as distortion, interference, 

and other losses including security breach.  

In order to overcome these problems, the signals are  digitized using different 

techniques. The digitized signals allow the communication to be more clear and 

accurate without losses.  

The following figure indicates the difference between analog and digital signals. The 

digital signals consist of  1s  and  0s  wh ich indicate High and Low values respectively.  
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Advantages of Digital Communication  
As the signals are digitized, there are many a dvantages of digital communication 

over analog communication, such as ĭ 

¶ The effect of distortion, noise, and interference is much less in digital signals as they are 

less affected.  

¶ Digital circuits are more reliable.  

¶ Digital circuits are easy to design and  cheaper than analog circuits.  

¶ The hardware implementation in digital circuits, is more flexible than analog.  

¶ The occurrence of cross -talk is very rare in digital communication.  

¶ The signal is un -altered as the pulse needs a high disturbance to alter its pr operties, 

which is very difficult.  

¶ Signal processing functions such as encryption and compression are employed in digital 

circuits to maintain the secrecy of the information.  

¶ The probability of error occurrence is reduced by employing error detecting and e rror 

correcting codes.  

¶ Spread spectrum technique is used to avoid signal jamming.  

¶ Combining digital signals using Time Division Multiplexing (TDM) is easier than 

combining analog signals using Frequency Division Multiplexing (FDM).  

¶ The configuring process of digital signals is easier than analog signals.  

¶ Digital signals can be saved and retrieved more conveniently than analog signals.  

¶ Many of the digital circuits have almost common encoding techniques and hence similar 

devices can be used for a number of pu rposes.  

¶ The capacity of the channel is effectively utilized by digital signals.  

Elements of Digital Communication  
The elements which form a digital communication system is represented by the 

following block diagram for the ease of understanding.  
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Foll owing are the sections of the digital communication system.  

Source  

The source can be an  analog  signal.  Example : A Sound signal  

Input Transducer  

This is a transducer which takes a physical input and converts it to an electrical 

signal (Example : microphone).  This block also consists of an  analog to 

digital  converter where a digital signal is needed for further processes.  

A digital signal is generally represented by a binary sequence.  

Source Encoder  

The source encoder compresses the data into minimum number of  bits. This 

process helps in effective utilization of the bandwidth. It removes the redundant 

bits (unnecessary excess bits, i.e., zeroes).  

Channel Encoder  

The channel encoder, does the coding for error correction. During the transmission 

of the signal, du e to the noise in the channel, the signal may get altered and hence 

to avoid this, the channel encoder adds some redundant bits to the transmitted 

data. These are the error correcting bits.  
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Digital Modulator  

The signal to be transmitted is modulated here b y a carrier. The signal is also 

converted to analog from the digital sequence, in order to make it travel through 

the channel or medium.  

Channel  

The channel or a medium, allows the analog signal to transmit from the transmitter 

end to the receiver end.  

Dig ital Demodulator  

This is the first step at the receiver end. The received signal is demodulated as well 

as converted again from analog to digital. The signal gets reconstructed here.  

Channel Decoder  

The channel decoder, after detecting the sequence, does s ome error corrections. 

The distortions which might occur during the transmission, are corrected by adding 

some redundant bits. This addition of bits helps in the complete recovery of the 

original signal.  

Source Decoder  

The resultant signal is once again di gitized by sampling and quantizing so that the 

pure digital output is obtained without the loss of information. The source decoder 

recreates the source output.  

Output Transducer  

This is the last block which converts the signal into the original physical form, 

which was at the input of the transmitter. It converts the electrical signal into 

physical output (Example : loud speaker).  

Output Signal  

This is the output which is produced after the whole process.  Example  ĭ The sound 

signal received.  

This unit has dealt with the introduction, the digitization of signals, the advantages 

and the elements of digital communications. In the coming chapters, we will learn 

about the concepts of Dig ital communications, in detail.  

Pulse Code Modulation  
Modulation  is the process of varying one or more parameters of a carrier signal in 

accordance with the instantaneous values of the message signal.  
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The message signal is the signal which is being transmi tted for communication and 

the carrier signal is a high frequency signal which has no data, but is used for long 

distance transmission.  

There are many modulation techniques, which are classified according to the type 

of modulation employed. Of them all, th e digital modulation technique used 

is Pulse Code Modulation (PCM) . 

A signal is pulse code modulated to convert its analog information into a binary 

sequence, i.e.,  1s  and  0s . The output of a PCM will resemble a binary sequence. 

The following figure shows an example of PCM output with respect to instantaneous 

values of a given sine wave.  

 

Instead of a pulse train, PCM produces a series of numbers or digits, and hence 

this process is called as  digita l . Each one of these digits, though in binary code, 

represent the approximate amplitude of the signal sample at that instant.  

In Pulse Code Modulation, the message signal is represented by a sequence of 

coded pulses. This message signal is achieved by repr esenting the signal in discrete 

form in both time and amplitude.  

Basic Elements of PCM  
The transmitter section of a Pulse Code Modulator circuit consists of  Sampling, 

Quantizing  and  Encoding , which are performed in the analog -to-digital converter 

section. The low pass filter prior to sampling prevents aliasing of the message 

signal.  

The basic operations in the receiver section are  regeneration of impaired signals, 

decoding,  and  reconstruction  of the quantized pulse train. Following is the block 
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diagram of P CM which represents the basic elements of both the transmitter and 

the receiver sections.  

 

Low Pass Filter  

This filter eliminates the h igh frequency components present in the input analog 

signal which is greater than the highest frequency of the message signal, to avoid 

aliasing of the message signal.  

Sampler  

This is the technique which helps to collect the sample data at instantaneous 

values of message signal, so as to reconstruct the original signal. The sampling rate 

must be greater than twice the highest frequency component  Wof the message 

signal, in accordance with the sampling theorem.  

Quantizer  

Quantizing is a process of reducing the excessive bits and confining the data. The 

sampled output when given to Quantizer, reduces the redundant bits and 

compresses the value.  

Encoder  

The digitization of analog signal is done by the encoder. It designates each 

quantized level by a binary code. The sampling done here is the sample -and -hold 
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process. These three sections (LPF, Sampler, and Quantizer) will act as an analog 

to digital converter. Encoding minimizes the bandwidth used.  

Regenerative Repeater  

This s ection increases the signal strength. The output of the channel also has one 

regenerative repeater circuit, to compensate the signal loss and reconstruct the 

signal, and also to increase its strength.  

Decoder  

The decoder circuit decodes the pulse coded wav eform to reproduce the original 

signal. This circuit acts as the demodulator.  

Reconstruction Filter  

After the digital -to-analog conversion is done by the regenerative circuit and the 

decoder, a low -pass filter is employed, called as the reconstruction filt er to get back 

the original signal.  

Hence, the Pulse Code Modulator circuit digitizes the given analog signal, codes it 

and samples it, and then transmits it in an analog form. This whole process is 

repeated in a reverse pattern to obtain the original sign al.  

Digital Communication - Sampling  
Sampling  is defined as, òThe process of measuring the instantaneous values of 

continuous -time signal in a discrete form.ó 

Sample  is a piece of data taken from the whole data which is continuous in the 

time domain.  

When a source generates an analog signal and if that has to be digitized, 

having  1s  and  0s  i.e., High or Low, the signal has to be discretized in time. This 

discretization of analog signal is called as Sampling.  

The following figure indicates a continuous -time signal  x (t)  and a sampled 

signal  x s (t) . When  x (t)  is multiplied by a periodic impulse train, the sampled 

signal  x s (t)  is obtained.  
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Sampling Rate  
To discretize the signals, the gap between the samples should be fixed. That gap 

can be termed as a  sampling period Ts. 

SamplingFrequency=1Ts=fsSamplingFrequency=1Ts=fs 

Where,  

¶ TsTs is the sampling time  

¶ fsfs is the sampling frequency or the sampling rate  

Sampling frequency  is the reciprocal of the sampling period. This sampling 

frequency, can be simply called as  Sampling rate . The sampling rate denotes the 

number of samples taken per second, or for a finite se t of values.  

For an analog signal to be reconstructed from the digitized signal, the sampling 

rate should be highly considered. The rate of sampling should be such that the 

data in the message signal should neither be lost nor it should get over -lapped. 

Hence, a rate was fixed for this, called as Nyquist rate.  

Nyquist Rate  
Suppose that a signal is band -limited with no frequency components higher 

than  W Hertz. That means,  W is the highest frequency. For such a signal, for 
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effective reproduction of the original signal, the sampling rate should be twice the 

highest frequency.  

Which means,  

fS=2WfS=2W 

Where,  

¶ fSfS is the sampling rate  

¶ W is the highest frequency  

This rate of sampling is called as  Nyquist rate . 

A theorem called, Sampling Theorem, was stated on the theory of this Nyquist rate.  

Sampling Theorem  
The sampling theorem, which is also called as  Nyquist theorem , delivers the 

theory of sufficient sample rate in terms of bandwidth for the class of functions 

that are bandlimited.  

The sampling theorem states that, òa signal can be exactly reproduced if it is 

sampled at the rate  f s which is greater than twice the max imum frequency  W.ó 

To understand this sampling theorem, let us consider a band -limited signal, i.e., a 

signal whose value is  non -zero  between some  ðW and  W Hertz.  

Such a signal is represented as  x(f)=0for f᷄ >᷄Wx(f)=0for f᷄ >᷄W 

For the continuous -time signal  x (t) , the band -limited signal in frequency domain, 

can be represented as shown in the following figure.  
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We need a sampling frequency, a fr equency at which there should be no loss of 

information, even after sampling. For this, we have the Nyquist rate that the 

sampling frequency should be two times the maximum frequency. It is the critical 

rate of sampling.  

If the signal  x(t)  is sampled above  the Nyquist rate, the original signal can be 

recovered, and if it is sampled below the Nyquist rate, the signal cannot be 

recovered.  

The following figure explains a signal, if sampled at a higher rate than  2w  in the 

frequency domain.  
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The above figure shows the Fourier transform of a signal  x s (t) . Here, the 

information is reproduced without any loss. There is no mixing up and hence 

recovery is possible.  

The Fourier Transform of the signal  x s (t)  is 

Xs(w)=1Ts×n=ĭÐÐX(wĭnw0)Xs(w)=1Ts×n=ĭÐÐX(wĭnw0) 

Where  TsTs = Sampling Period  and  w0=2ȏTsw0=2ȏTs 

Let us see what happens if the sampling rate is equal to twice the highest frequency 

(2W) 

That means,  

fs=2Wfs=2W 

Where,  

¶ fsfs is the sampling frequency  

¶ W is the highest frequency  
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The result will be as shown in the above figure. The information is replaced without 

any loss. Hence, this is also a good sampling rate.  

Now, let us look at the condition,  

fs<2Wfs<2W 

The resultant pattern will look like the following figure.  

 

We can observe from the above pattern that the over -lapping of information is do ne, 

which leads to mixing up and loss of information. This unwanted phenomenon of 

over-lapping is called as Aliasing.  

Aliasing  
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Aliasing can be referred to as òthe phenomenon of a high-frequency component in 

the spectrum of a signal, taking on the identity of a low -frequency component in 

the spectrum of its sampled version.ó 

The corrective measures taken to reduce the effect of Aliasing are ĭ 

¶ In the transmitter section of PCM, a  low pass anti -aliasing filter  is employed, before 

the sampler, to eliminate the high frequency components, which are unwanted.  

¶ The signal which is sampled after filtering, is sampled at a rate slightly higher than the 

Nyquist rate.  

This choice of having the sampling rate higher than Ny quist rate, also helps in the 

easier design of the  reconstruction filter  at the receiver.  

Scope of Fourier Transform  
It is generally observed that, we seek the help of Fourier series and Fourier 

transforms in analyzing the signals and also in proving theorems. It is because ĭ 

¶ The Fourier Transform is the extension of Fourier series for non -periodic signals.  

¶ Fourier trans form is a powerful mathematical tool which helps to view the signals in 

different domains and helps to analyze the signals easily.  

¶ Any signal can be decomposed in terms of sum of sines and cosines using this Fourier 

transform.  

In the next chapter, let us d iscuss about the concept of Quantization.  

Digital Communication - Quantization  
The digitization of analog signals involves the rounding off of the values which are 

approximately equal to the analog values. The method of sampling chooses a few 

points on the  analog signal and then these points are joined to round off the value 

to a near stabilized value. Such a process is called as  Quantization . 

Quantizing an Analog Signal  
The analog -to-digital converters perform this type of function to create a series of 

di gital values out of the given analog signal. The following figure represents an 

analog signal. This signal to get converted into digital, has to undergo sampling 

and quantizing.  
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The quantizing of an analog signal is done by discretizing the signal with a number 

of quantization levels.  Quantization  is representing the sampled values of the 

amplitude by a finite set of levels, which means converting a continuous -amplitude 

sample into a discrete -time signal.  

The following figure shows how an analog signal gets quantized. The blue line 

represents analog signal while the brown one represents the quantized signal.  
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Both sampling and quantization result in the loss of information. The quality of a 

Quantizer output depends upon the number of quantization levels used. The 

discrete amplitudes of the quantized output are called as  representation 

levels  or  reconstruction l evels . The spacing between the two adjacent 

representation levels is called a  quantum  or  step -size . 

The following figure shows the resultant quantized signal which is the digital form 

for the given analog signal.  
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This is also called as  Stair -case  waveform, in accordance with its shape.  

Types of Quantization  
There are two types of Quantization - Uniform Quantization and Non -uniform 

Quantization.  

The type of quantization in which the quantization levels are uniformly spaced is 

termed as a  Uniform Quantization . The type of quantization in which the 

quantization levels are unequal and mostly the relation between them is 

logarithmic, is termed as a  Non -uniform Quantization . 

There are two types of uniform quantization. They are Mid -Rise type and Mid -Tread 

type. Th e following figures represent the two types of uniform quantization.  
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Figure 1 shows the mid -rise type and figure 2 shows the mid -tread ty pe of uniform 

quantization.  

¶ The Mid -Rise  type is so called because the origin lies in the middle of a raising part of 

the stair -case like graph. The quantization levels in this type are even in number.  

¶ The Mid -tread  type is so called because the origin lies in the middle of a tread of the 

stair -case like graph. The quantization levels in this type are odd in number.  

¶ Both the mid -rise and mid -tread type of uniform quantizers are symmetric about the 

origin.  

Quantization  Error  
For any system, during its functioning, there is always a difference in the values of 

its input and output. The processing of the system results in an error, which is the 

difference of those values.  

The difference between an input value and its quan tized value is called 

a Quantization Error . A Quantizer  is a logarithmic function that performs 

Quantization (rounding off the value). An analog -to-digital converter (ADC ) works 

as a quantizer.  

The following figure illustrates an example for a quantization  error, indicating the 

difference between the original signal and the quantized signal.  
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Quantization Noise  

It is a type of quantization error, which usually occurs in analog audio signal, while 

quantizing it to digital. For example, in music, the signals keep changing 

continuously, where a regularity is not found in errors. Such errors create a 

wideband noise called as  Quantization Noise . 

Companding in PCM  
The word  Companding  is a combination of Compressing and Expanding, which 

means that it does both. This is a non -linear technique used in PCM which 

compresses the data at the transmitter and expands the same data at the receiver. 

The effec ts of noise and crosstalk are reduced by using this technique.  

There are two types of Companding techniques. They are ĭ 

A-law Companding Technique  

¶ Uniform quantization is achieved at  A = 1 , where the characteristic curve is linear and 

no compression is don e. 

¶ A-law has mid -rise at the origin. Hence, it contains a non -zero value.  

¶ A-law companding is used for PCM telephone systems.  
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µ-law Companding Technique  

¶ Uniform quantization is achieved at  µ = 0 , where the characteristic curve is linear and 

no compression is done.  

¶ µ-law has mid -tread at the origin. Hence, it contains a zero value.  

¶ µ-law companding is used for speech and music signals.  

µ-law is used in North America and Japan.  

Digital Communicatio n - Differential PCM  
For the samples that are highly correlated, when encoded by PCM technique, leave 

redundant information behind. To process this redundant information and to have 

a better output, it is a wise decision to take a predicted sampled value, assumed 

from its previous output and summarize them with the quantized values. Such a 

process is called as  Differential PCM (DPCM) technique.  

DPCM Transmitter  
The DPCM Transmitter consists of Quantizer and Predictor with two summer 

circuits. Following is the block diagram of DPCM transmitter.  

 

The signals at each point are named as ĭ 

¶ x(nTs)x(nTs) is the sampled input  

¶ xĖ(nTs)x^ (nTs) is the predicted sample  
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¶ e(nTs)e(nTs) is the difference of sampled input and predicted output, often called as 

prediction error  

¶ v(nTs)v(nTs) is the quantized output  

¶ u(nTs)u(nTs) is the predictor input which is actually the summer output of the 

predictor output and the quantizer output  

The predictor produces the assumed samples from the previous outputs of the 

transmitter circuit. The input to this predictor is the quantized  versions of the input 

signal  x(nTs)x(nTs). 

Quantizer Output is represented as ĭ 

v(nTs)=Q[e(nTs)]v(nTs)=Q[e(nTs)] 

=e(nTs)+q(nTs)=e(nTs)+q(nTs) 

Where  q (n Ts) is the quantization error  

Predictor input is the sum of quantizer output and predictor output,  

u(nTs)=xĖ(nTs)+v(nTs)u(nTs)=x^ (nTs)+v(nTs) 

u(nTs)=xĖ(nTs)+e(nTs)+q(nTs)u(nTs)=x^ (nTs)+e(nTs)+q(nTs) 

u(nTs)=x(nTs)+q(nTs)u(nTs)=x(nTs)+q(nTs) 

The same predictor circuit is used in the decoder to reconstruct the original input.  

DPCM Receiver  
The block diagram of DPCM Receiver consists of a decoder, a predictor, and a 

summer circuit. Following is the diagram of DPCM Receiver.  
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The no tation of the signals is the same as the previous ones. In the absence of 

noise, the encoded receiver input will be the same as the encoded transmitter 

output.  

As mentioned before, the predictor assumes a value, based on the previous 

outputs. The input given to the decoder is processed and that output is summed 

up with the output of the predictor, to obtain a better output.  

Digital Communication - Delta Modulatio n 
The sampling rate of a signal should be higher than the Nyquist rate, to achieve 

better sampling. If this sampling interval in Differential PCM is reduced 

considerably, the sampleto -sample amplitude difference is very small, as if the 

difference is  1-bit  quantization , then the step -size will be very small i.e.,  Ǥ (delta).  

Delta Modulation  
The type of modulation, where the sampling rate is much higher and in which the 

stepsize after quantization is of a smaller value  Ǥ, such a modulation is termed 

as delta modulation . 

Features of Delta Modulation  

Following are some of the features of delta modulation.  

¶ An over -sampled input is taken to make full use of the signal correlation.  

¶ The quantization design is simple.  

¶ The input sequence is much higher than the Nyquist rate.  

¶ The quality is moderate.  

¶ The design of the modulator and the demodulator is simple.  

¶ The stair -case approximation of output waveform.  

¶ The step -size is very small, i.e.,  Ǥ (delta).  

¶ The bit rate can be decided by the user.  

¶ This involves simpler implementation.  

Delta Modulation is a simplified form of DPCM technique, also viewed as  1-bit 

DPCM scheme . As the sampling interval is reduced, the signal correlation will be 

higher.  

Delta Modulator  
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The Delta Modulator comprises of a 1 -bit quantizer and a delay circuit along with 

two summer circuits. Following is the block diagram of a delta modulator.  

 

The predictor circuit in DPCM is replaced by a simple delay circuit in DM.  

From the above diagram, we have the notations as ĭ 

¶ x(nTs)x(nTs) = over sampled input  

¶ ep(nTs)ep(nTs) = summer output and quantizer input  

¶ eq(nTs)eq(nTs) = quantizer output =  v(nTs)v(nTs) 

¶ xĖ(nTs)x^ (nTs) = output of delay circuit  

¶ u(nTs)u(nTs) = input of delay circuit  

Using these notations, now we shall try to figure out the process of delta 

modulation.  

ep(nTs)=x(nTs)ĭxĖ(nTs)ep(nTs)=x(nTs)ĭx^ (nTs) 

--------- equation 1  

=x(nTs)ĭu([nĭ1]Ts)=x(nTs)ĭu([nĭ1]Ts) 

=x(nTs)ĭ[xĖ[[nĭ1]Ts]+v[[nĭ1]Ts]]=x(nTs)ĭ[x^ [[nĭ1]Ts]+v[[nĭ1]Ts]] 

--------- equation 2  

Further,  

v(nTs)=eq(nTs)=S.sig.[ep(nTs)]v(nTs)=eq(nTs)=S.sig.[ep(nTs)] 

--------- equation 3  
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u(nTs)=xĖ(nTs)+eq(nTs)u(nTs)=x^ (nTs)+eq(nTs) 

Where,  

¶ xĖ(nTs)x^ (nTs) = the previous value of the delay circuit  

¶ eq(nTs)eq(nTs) = quantizer output =  v(nTs)v(nTs) 

Hence,  

u(nTs)=u ([nĭ1]Ts)+v(nTs)u(nTs)=u([nĭ1]Ts)+v(nTs) 

--------- equation 4  

Which means,  

The present input of the delay unit  

= (The previous output of the delay unit) + (the present quantizer output)  

Assuming zero condition of Accumulation,  

u(nTs)=S×j=1nsig[ep(jTs)]u(nTs)=S×j=1nsig[ep(jTs)] 

Accumulated version of DM output  = ×j=1nv(jTs)×j=1nv(jTs) 

--------- equation 5  

Now, note that  

xĖ(nTs)=u ([nĭ1]Ts)x^ (nTs)=u([nĭ1]Ts) 

=×j=1nĭ1v(jTs)=×j=1nĭ1v(jTs) 

--------- equation 6  

Delay unit output is an Accumulator output lagging by one sample.  

From equations 5 & 6, we get a possible structure for the demodulator.  

A Stair -case approximated waveform will be the output of the delta modulator with 

the step -size as delta (Ǥ). The output quality of the waveform is moderate.  

Delta Demodulator  
The delta demodulator comprises of a low pass filter, a summer, and a delay circuit. 

The predictor circuit is eliminated here and hence no assumed input is given to the 

demodulator.  

Following is the diagram for delta demodulator.  
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From the above diagram, we have the notations as ĭ 

¶ vĖ(nTs)v^ (nTs) is the input sample  

¶ uĖ(nTs)u^(nTs) is the summer output  

¶ x¯(nTs)x (̄nTs) is the dela yed output  

A binary sequence will be given as an input to the demodulator. The stair -case 

approximated output is given to the LPF.  

Low pass filter is used for many reasons, but the prominent reason is noise 

elimination for out -of-band signals. The step -size error that may occur at the 

transmitter is called  granular noise , which is eliminated here. If there is no noise 

present, then the modulator output equals the demodulator input.  

Advantages of DM Over DPCM  

¶ 1-bit quantizer  

¶ Very easy design of the modulator and the demodulator  

However, there exists some noise in DM.  

¶ Slope Over load distortion (when  Ǥ is small)  

¶ Granular noise (when  Ǥ is large)  

Adaptive Delta Modulation (ADM)  
In digital modulation, we have come across certain problem of determining the 

step -size, which influences the quality of the output wave.  

A larger step -size is needed in the steep slope of modulating signal and a smaller 

stepsize is needed where the messag e has a small slope. The minute details get 

missed in the process. So, it would be better if we can control the adjustment of 
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step -size, according to our requirement in order to obtain the sampling in a desired 

fashion. This is the concept of  Adaptive Delt a Modulation . 

Following is the block diagram of Adaptive delta modulator.  

 

The gain of the voltage controlled amplifier is adjusted  by the output signal from 

the sampler. The amplifier gain determines the step -size and both are proportional.  

ADM quantizes the difference between the value of the current sample and the 

predicted value of the next sample. It uses a variable step height t o predict the next 

values, for the faithful reproduction of the fast varying values.  

Digital Communication - Techniques  
There are a few techniques which have paved the basic path to digital 

communication processes. For the signals to get digitized, we have  the sampling 

and quantizing techniques.  

For them to be represented mathematically, we have LPC and digital multiplexing 

techniques. These digital modulation techniques are further discussed.  

Linear Predictive Coding  
Linear Predictive Coding (LPC)  is a too l which represents digital speech signals 

in linear predictive model. This is mostly used in audio signal processing, speech 

synthesis, speech recognition, etc.  

Linear prediction is based on the idea that the current sample is based on the linear 

combinati on of past samples. The analysis estimates the values of a discrete -time 

signal as a linear function of the previous samples.  
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The spectral envelope is represented in a compressed form, using the information 

of the linear predictive model. This can be mathe matically represented as ĭ 

s(n)=×k=1pȀks(nĭk)s(n)=×k=1pȀks(nĭk) for some value of  p  and  Ȁk  

Where  

¶ s(n)  is the current speech sample  

¶ k  is a particular sample  

¶ p is the most recent value  

¶ Ȁk  is the predictor co -efficient  

¶ s(n - k)  is the previous speech sample  

For LPC, the predictor co -efficient values are determined by minimizing the sum of 

squared differences (over a finite interval) between the actual speech samples and 

the linearly predicted ones.  

This is a very useful method for  encoding speech  at a low bit  rate. The LPC method 

is very close to the  Fast Fourier Transform (FFT)  method.  

Multiplexing  
Multiplexing  is the process of combining multiple signals into one signal, over a 

shared medium. These signals, if analog in nature, the process is called as  analo g 

multiplexing . If digital signals are multiplexed, it is called as  digital multiplexing . 

Multiplexing was first developed in telephony. A number of signals were combined 

to send through a single cable. The process of multiplexing divides a 

communication c hannel into several number of logical channels, allotting each one 

for a different message signal or a data stream to be transferred. The device that 

does multiplexing, can be called as a  MUX . The reverse process, i.e., extracting the 

number of channels fr om one, which is done at the receiver is called as  de-

multiplexing . The device which does de -multiplexing is called as  DEMUX . 

The following figures represent MUX and DEMUX. Their primary use is in the field 

of communications.  
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Types of Multiplexers  
There are mainly two types of multiplexers, namely analog and digital. They are 

further divided into FDM, WDM, and TDM. The following figure gives a d etailed idea 

on this classification.  

 

Actu ally, there are many types of multiplexing techniques. Of them all, we have the 

main types with general classification, mentioned in the above figure.  
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Analog Multiplexing  
The analog multiplexing techniques involve signals which are analog in nature. The 

analog signals are multiplexed according to their frequency (FDM) or wavelength 

(WDM).  

Frequency Division Multiplexing (FDM)  

In analog multiplexing, the most used technique is  Frequency Division 

Multiplexing (FDM) . This technique uses various frequencies to combine streams 

of data, for sending them on a communication medium, as a single signal.  

Example  ĭ A traditional television transmitter, which sends a number of channels 

through a single cable, uses FDM.  

Wavelen gth Division Multiplexing (WDM)  

Wavelength Division multiplexing is an analog technique, in which many data 

streams of different wavelengths are transmitted in the light spectrum. If the 

wavelength increases, the frequency of the signal decreases. A  prism  which can 

turn different wavelengths into a single line, can be used at the output of MUX and 

input of DEMUX.  

Example  ĭ Optical fiber communications use WDM technique to merge different 

wavelengths into a single light for communication.  

Digital Multiplexin g 
The term digital represents the discrete bits of information. Hence, the available 

data is in the form of frames or packets, which are discrete.  

Time Division Multiplexing (TDM)  

In TDM, the time frame is divided into slots. This technique is used to tran smit a 

signal over a single communication channel, by allotting one slot for each message.  

Of all the types of TDM, the main ones are Synchronous and Asynchronous TDM.  

Synchronous TDM  

In Synchronous TDM, the input is connected to a frame. If there are ônõ number of 

connections, then the frame is divided into ônõ time slots. One slot is allocated for 

each input line.  

In this technique, the sampling rate is common to all signals and hence the same 

clock input is given. The MUX allocates the same slot to each device at all times.  
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Asynchronous TDM  

In Asynchronous TDM, the sampling rate is different for each of the signals and a 

common clock is not required. If the allotted device, for a time -slot, transmits 

nothing and sits idle, then that slot is allotted to an other device, unlike 

synchronous. This type of TDM is used in Asynchronous transfer mode networks.  

Regenerative Repeater  
For any communication system to be reliable, it should transmit and receive the 

signals effectively, without any loss. A PCM wave, afte r transmitting through a 

channel, gets distorted due to the noise introduced by the channel.  

The regenerative pulse compared with the original and received pulse, will be as 

shown in the following figure.  

 

For a better reproduction of the signal, a circuit called as  regenerative repeater  is 

employed in the path before the receiver. This helps in restoring the signals from 

the losses occurred. Following is the diagrammatical representation.  
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This consists of an equalizer along with an amplifier, a timing circuit, and a decision 

making device. Their working of each of the components is detailed as follows.  

Equalizer  

The channel produces amplitude and phase distortions to the signals. This is due 

to the transmission characteristics of the channel. The Equalizer circuit 

compensates these losses by shaping the received pulses.  

Timing Circuit  

To obtain a quality output, t he sampling of the pulses should be done where the 

signal to noise ratio (SNR) is maximum. To achieve this perfect sampling, a periodic 

pulse train has to be derived from the received pulses, which is done by the timing 

circuit.  

Hence, the timing circuit, allots the timing interval for sampling at high SNR, 

through the received pulses.  

Decision Device  

The timing circuit determines the sampling times. The decision device is enabled 

at these sampling times. The decision device decides its output based on whet her 

the amplitude of the quantized pulse and the noise, exceeds a pre -determined value 

or not.  

These are few of the techniques used in digital communications. There are other 

important techniques to be learned, called as data encoding techniques. Let us 

learn about them in the subsequent chapters, after taking a look at the line codes.  

Digital Communication - Line Codes  
A line code  is the code used for data transmission of a digital signal over a 

transmission line. This process of coding is chosen so as to avoid overlap and 

distortion of signal such as inter -symbol interference.  

Properties of Line Coding  
Following are the properties of line coding ĭ 

¶ As the coding is done to make more bits transmit on a single signal, the bandwidth used 

is much reduced.  

¶ For a  given bandwidth, the power is efficiently used.  

¶ The probability of error is much reduced.  

¶ Error detection is done and the bipolar too has a correction capability.  
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¶ Power density is much favorable.  

¶ The timing content is adequate.  

¶ Long strings of  1s  and  0s  is avoided to maintain transparency.  

Types of Line Coding  

There are 3 types of Line Coding  

¶ Unipolar  

¶ Polar  

¶ Bi -polar  

Unipolar Signaling  
Unipolar signaling is also called as  On -Off Keying  or simply  OOK . 

The presence of pulse represents a  1  and the absence of pulse represents a  0 . 

There are two variations in Unipolar signaling ĭ 

¶ Non Return to Zero (NRZ)  

¶ Return to Zero (RZ)  

Unipolar Non -Return to Zero (NRZ)  

In this type of unipolar signaling, a High in data is represented by a positive pulse 

called as  Mark , which has a duration  T0 equal to the symbol bit duration. A Low 

in data input has no pulse.  

The following figure clearly depicts this.  
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Advantages  

The advantages of Unipolar NRZ are ĭ 

¶ It is simple.  

¶ A lesser bandwidth is required.  

Disadvantages  

The disadvantages of Unipolar NRZ are ĭ 

¶ No error correction done.  

¶ Presence of low frequency components may cause the signal droop.  

¶ No clock is prese nt.  

¶ Loss of synchronization is likely to occur (especially for long strings of  1s  and  0s ). 

Unipolar Return to Zero (RZ)  

In this type of unipolar signaling, a High in data, though represented by a  Mark 

pulse , its duration  T0 is less than the symbol bit dura tion. Half of the bit duration 

remains high but it immediately returns to zero and shows the absence of pulse 

during the remaining half of the bit duration.  

It is clearly understood with the help of the following figure.  

http://www.educatererindia.com/



